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#### Abstract

The aim of this paper is to propose a new cryptographic encryption and decryption algorithms using finite state machine and explicit forms of recurrence relations that is Bernoulli numbers and Lucas numbers. The efficiency of the proposed algorithm has been analyzed and the analysis shows an improved cryptographic protection in digital communications. The authenticity of algorithms is assured because in these algorithms we have used multiple set of keys to encipher the original message and its inverse to decipher the original message again. The algorithms has different levels of security which enhance the chances to keep our data or information confidential and secure for long time. There are many states in finite state machine to calculate the appropriate output. In every state it takes a new recurrence relation which depends upon the input. To compute the output we apply mathematical operation which is our cipher text. At each level we have number of cipher text which increases the data security. With the use of this algorithms, we can send information securely through the communication channel because we have used different recurrence relations at each level of input.
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## 1. Introduction

The fundamental objective of cryptography [7], [3] is to enable two people to communicate over an insecure channel in such a way that any opponent cannot understand what is being said. Communications security is gaining importance due to increase in electronic communications in our every day activity. Cryptography is the practice and study of hiding information. It is a critical part of secured communication. Cryptography is an art of achieving security by encoding messages to make them non-readable. The cryptography consists of two techniques one is encryption and another one is decryption [10], [11]. Encryption is a method of conversion of plain text into cipher text. Decryption is the reverse process of encryption that is conversion of cipher text into plain text. The technological advancement in today's world have made the cryptographic algorithms more prone to attacks.

## 2. Finite State Automata

A finite state automata or machine is a mathematical model of computation. It has finite internal memory with input feature that reads symbols one at a time and an output feature that produces output which can be understood by user, once the model is created. It is an abstract machine that can be in exactly one of a finite number of states at any given time. The FSM can change from one state to another in response to some inputs, the change from one state to another is called a transition. Recently, in cryptography [6] finite state machines are used to encrypt the message as well as maintain secrecy of the message.
There are two types of Finite state automata without output.

### 2.1. Deterministic Finite Automata (DFA)

Definition 2.1. A deterministic finite automaton is defined by quintuple $M=$ $\left(Q, \sum, \delta, q_{0}, F\right)$ where $Q$ is a finite set of internal states, $\sum$ is a finite state of symbols called the input alphabet, $\delta: Q \times \sum \rightarrow Q$ is a transition function, $q_{0} \in Q$ is the initial state, $F \subseteq Q$ is a set of final state.

### 2.2. Non- Deterministic Finite Automata (NDFA)

Definition 2.2. A Non- Deterministic finite automata [4], [5] is defined by quintuple $M=\left(Q, \sum, \delta, q_{0}, F\right)$ where $Q, \sum, q_{0}, F$ are defined as for deterministic finite accepters, but $\delta: Q \times\left(\sum \cup \lambda\right) \rightarrow 2^{Q}$.
The difference between deterministic and nondeterministic automata is only
in $\delta$. For deterministic automaton (DFA) the outcome is a state that is an element of $Q$; for nondeterministic automaton the outcome is a subset of $Q$.

### 2.3. Types of Finite State Machine with Outputs

## i Moore Machine

A Moore machine [5] is a six-tuple $M=\left(Q, \sum, \Delta, \delta, \lambda, q_{0}\right)$ where $Q$ is a finite set of internal states. $\sum$ is a finite state of symbols called the input alphabet, $\Delta$ is an output alphabet, $\delta ; \sum \times Q \rightarrow Q$ is a transition function, $\lambda$ is the output function mapping $Q$ into $\Delta, q_{0}$ is the initial state.

## ii Mealy Machine

A Mealy machine [5] is a six-tuple $M=\left(Q, \sum, \Delta, \delta, \lambda, q_{0}\right)$ where $Q$ is a finite set of internal states. $\sum$ is a finite state of symbols called the input alphabet, $\Delta$ is an output alphabet, $\delta: \sum \times Q \rightarrow Q$ is a transition function, $\lambda$ is the output function mapping $\sum \times Q$ into $\Delta, q_{0}$ is the initial state.
If in a finite state machine, output depends on the present state as well as the present input, then this type of machine is called Mealy machine, while in the Moore machine the outputs depended only on the present state. Here we have used Moore machine.

## 3. Recurrence Relation

A recurrence relation [1] [2] is an equation which is defined in term of itself. The recurrence relation is of the form $A_{0} x_{n}+A_{1} x_{n-1}+A_{2} x_{n-2}+\ldots+A_{k} x_{n-k}=Y_{n}$. A recurrence relation relates the $n^{\text {th }}$ element of a sequence to its predecessors. Initial conditions for the sequence $a_{0}, a_{1}, a_{2}, \ldots$ are explicitly given values for a finite number of the terms of the sequence. Matrix which is derived from the recurrence relation is known as recurrence matrix.

### 3.1. Bernoulli Numbers

The Bernoulli numbers [8] are the sequence of rational numbers which is defined by exponential generating functions

$$
\frac{x}{e^{x}-1}=\sum_{n=0}^{\infty} B_{n} \frac{x^{n}}{n!}
$$

These numbers generally arise in the series expansions of trigonometric functions and very important in number theory and its analysis.

### 3.1.1. Recursion formula for Bernoulli numbers

The recursive formula for Bernoulli number is

$$
B_{n}=\sum_{k=0}^{n}\binom{n}{k} B_{k} \ldots \text { for } n \geq 2
$$

For every n other than $0, B_{n}$ is negative if it is divisible by 4 and for every $n$ other than even numbers, $B_{n}=0$. The values of first 5 Bernoulli numbers are as follows:

| No | Fraction |
| :---: | :---: |
| 0 | 1 |
| 1 | $-\frac{1}{2}$ |
| 2 | $\frac{1}{6}$ |
| 3 | 0 |
| 4 | $-\frac{1}{30}$ |
| 5 | 0 |

Table 1: Values of Bernoulli numbers.

On using the Bernoulli recursion [5] the matrix will be $B_{n}=\left[\begin{array}{cc}B_{n-1} & B_{n} \\ B_{n} & B_{n+1}\end{array}\right]$
For $n=1$, the matrix elements are $B_{1}=\left[\begin{array}{cc}1 & -\frac{1}{2} \\ -\frac{1}{2} & \frac{1}{6}\end{array}\right]$
For $n=2$, the extension of matrix is as follows: $B_{2}=\left[\begin{array}{ccc}1 & -\frac{1}{2} & 0 \\ -\frac{1}{2} & \frac{1}{6} & 0 \\ 0 & 0 & 1\end{array}\right]$
The inverse of above matrix is $B_{2}^{-1}=\left[\begin{array}{ccc}-2 & -6 & 0 \\ -6 & -12 & 0 \\ 0 & 0 & 1\end{array}\right]$
Then other explicit forms of $B_{2}$ are calculated recursively (in terms of multiplicative inverse) which is shown in table:

| X | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $B_{2}^{x}$ | $\left[\begin{array}{ccc}1 & -\frac{1}{2} & 0 \\ -\frac{1}{2} & \frac{1}{6} & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}\frac{5}{4} & -\frac{7}{12} & 0 \\ -\frac{7}{12} & \frac{10}{36} & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}\frac{37}{27} & -\frac{52}{7} & 0 \\ -\frac{52}{72} & \frac{73}{216} & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}\frac{274}{144} & -\frac{385}{313} & 0 \\ -\frac{385}{432} & \frac{541}{1296} & 0 \\ 0 & 0 & 1\end{array}\right]$ |
| $B_{2}^{-x}$ | $\left[\begin{array}{ccc}-2 & -6 & 0 \\ -6 & -12 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}40 & 84 & 0 \\ 84 & 180 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}-584 & -1284 & 0 \\ -1284 & -2664 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}8656 & 18480 & 0 \\ 18480 & 39456 & 0 \\ 0 & 0 & 1\end{array}\right]$ |

Table 2: Explicit forms of $B_{2}^{x}$.

### 3.2. Lucas Numbers

The Lucas numbers [8] are an integer sequence named after the mathematician Francois Eduard Anatole Lucas. Lucas numbers are also defined as the sum of its
two preceding terms. The Lucas numbers may be defined as

$$
L_{n}= \begin{cases}2 & \text { if } n=0 \\ 1 & \text { if } n=1 \\ L_{n-1}+L_{n-2} & \text { if } n>1\end{cases}
$$

The sequence of Lucas numbers is $2,1,3,4,7,11,18,29,47,76,123, \ldots$ The Lucas numbers can have following recurrence relation $L_{n+1}=L_{n}+L_{n-1}$.
With the initial conditions $L_{0}=2$ and $L_{1}=1$. Here is a $2 * 2$ matrix below

$$
L_{n}=\left[\begin{array}{cc}
L_{n-1} & L_{n} \\
L_{n} & L_{n+1}
\end{array}\right]
$$

When $n=1$, matrix the values are $L_{1}=\left[\begin{array}{ll}2 & 1 \\ 1 & 3\end{array}\right]$
When $n=2$, and the extension of the matrix is $L_{2}=\left[\begin{array}{lll}2 & 1 & 0 \\ 1 & 3 & 0 \\ 0 & 0 & 1\end{array}\right]$
The additive inverse of the above matrix is $L_{2}^{-1}=\left[\begin{array}{ccc}-2 & -1 & 0 \\ -1 & -3 & 0 \\ 0 & 0 & -1\end{array}\right]$
Then other explicit forms of $L_{2}$ are calculated recursively (in terms of additive inverse) which is shown in table:

| X | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $L_{2}^{x}$ | $\left[\begin{array}{lll}2 & 1 & 0 \\ 1 & 3 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}5 & 5 & 0 \\ 5 & 10 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}15 & 20 & 0 \\ 20 & 35 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{ccc}50 & 75 & 0 \\ 75 & 125 & 0 \\ 0 & 0 & 1\end{array}\right]$ |
| $L_{2}^{-x}$ | $\left[\begin{array}{ccc}-2 & -1 & 0 \\ -1 & -3 & 0 \\ 0 & 0 & -1\end{array}\right]$ | $\left[\begin{array}{ccc}-5 & -5 & 0 \\ -5 & -10 & 0 \\ 0 & 0 & -1\end{array}\right]$ | $\left[\begin{array}{ccc}-15 & -20 & 0 \\ -20 & -35 & 0 \\ 0 & 0 & -1\end{array}\right]$ | $\left[\begin{array}{ccc}-50 & -75 & 0 \\ -75 & -125 & 0 \\ 0 & 0 & -1\end{array}\right]$ |

Table 3: Explicit forms of $L_{2}^{x}$.

## 4. Algorithm for Encryption and Decryption

In Cryptography, we have plain text, key and cipher text; to hide the originality of plain text we add a key into it which converts the plain text into the cipher text. Cipher text is changed at each level so it will surely enhance the security level of the original message and it is very hard to decode it.

### 4.1. Encryption Algorithm

Step 1: Consider a plain text P .
Step 2: Define a Moore machine through public channel.
Step 3: Define input.
Step 4: Get output through Moore machine.
Step 5: Now define recurrence matrix and recurrence relation.
Step 6: Define the value $n$ of recurrence matrix.
Step 7: Get cipher text for all the plain text.
Step 8: Send the cipher text to the receiver.

### 4.2. Decryption Algorithm

On getting the finite state machine, cipher text and recurrence matrix decode the plaintext either by using multiplicative or additive inverse else we can use inverse operation of the recurrence relation or matrix, to get the plain text or unique information. For a finite state machine with $n$ states, we require $n$ multiplicative or additive inverse.

### 4.3. Implementation of Algorithm

Example 1. Let the plain text be $P=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right]$
We want to encrypt the plain text $P=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right]$

## Solution : Encryption Process

Step 1: $P=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right]$.
Step 2: Moore machine is published through public channel.
Step 3: Let the input binary key is $=10101$.
Step 4: The output of the above key is found by Moore machine shown in Figure 1.


Figure 1: Moore Machine to calculate output for 10101

Step 5: The Recurrence matrix is defined by extension of Bernoulli numbers.

$$
\begin{aligned}
& B_{n}=\left[\begin{array}{ccc}
B_{n-1} & B_{n} & 0 \\
B_{n} & B_{n+1} & 0 \\
0 & 0 & 1
\end{array}\right] \text { with initial conditions } B_{0}=0, B_{1}=-1 / 2 \\
& B_{2}^{1}=\left[\begin{array}{ccc}
1 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{6} & 0 \\
0 & 0 & 1
\end{array}\right] \\
& B_{2}^{2}=\left[\begin{array}{ccc}
1 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{6} & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
1 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{6} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{6} & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{5}{4} & -\frac{7}{12} & 0 \\
-\frac{7}{12} & \frac{10}{36} & 0 \\
0 & 0 & 1
\end{array}\right] \\
& B_{2}^{3}=\left[\begin{array}{ccc}
1 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & \frac{1}{6} & 0 \\
0 & 0 & 1
\end{array}\right]=B_{2}^{2}\left[\begin{array}{ccc}
\frac{5}{4} & -\frac{7}{2} & 0 \\
-\frac{7}{12} & \frac{10}{36} & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{37}{24} & -\frac{52}{72} & 0 \\
-\frac{52}{72} & \frac{77}{216} & 0 \\
0 & 0 & 1
\end{array}\right] \text { and so on . }
\end{aligned}
$$

Step 6: Assume that the cipher text at $q_{i+1}$ is $q_{i+1}=q_{i} B_{2}^{x} \ldots$ (1) where $q_{i+1}=$ shows the output, $q_{i}=$ shows the input, $B_{2}^{x}=$ Recurrence matrix key. By eq (1).

| Present State $=$ Previous State $B_{2}^{x}$ |
| :---: |
| $q_{1}=q_{0} \cdot B_{2}^{1}$ |
| $q_{2}=q_{0} \cdot B_{2}^{2}$ |
| $q_{2}=q_{1} \cdot B_{2}^{2}$ |
| $q_{3}=q_{1} \cdot B_{2}^{3}$ |
| $q_{3}=q_{2} \cdot B_{2}^{3}$ |

Table 4: Previous and Present state of the system.

Step 7: Now we compute cipher text at each level. Then the cipher text at each level is

| $\begin{gathered} \mathrm{SN} \\ \mathrm{Q} \end{gathered}$ | Input | $\begin{aligned} & \text { Present } \\ & \text { State } \end{aligned}$ | Previous State | Key | Cipher Text |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 1 | $\mathrm{q}_{1}$ | $\mathrm{q}_{0}$ | $B_{2}^{1}$ | $\mathrm{q}_{1}=\mathrm{q}_{0} \cdot B_{2}^{1}=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right] \cdot\left[\begin{array}{ccc}1 & \frac{-1}{2} & 0 \\ \frac{-1}{2} & \frac{1}{6} & 0 \\ 0 & 0 & 1\end{array}\right]=\left[\begin{array}{ccc}0 & \frac{-1}{6} & 3 \\ \frac{3}{2} & \frac{-7}{6} & 6 \\ 3 & \frac{-13}{6} & 9\end{array}\right]$ |
| 2. | 0 | $\mathrm{q}_{2}$ | q | $B_{2}^{2}$ | $\mathrm{q}_{2}=\mathrm{q}_{0} \cdot B_{2}^{2}=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right] \cdot\left[\begin{array}{ccc}\frac{5}{4} & \frac{-7}{12} & 0 \\ \frac{7}{12} & \frac{10}{36} & 0 \\ 0 & 0 & 0\end{array}\right]=\left[\begin{array}{ccc}\frac{1}{12} & \frac{-1}{36} & 3 \\ \frac{25}{12} & \frac{-3}{36} & 6 \\ \frac{49}{36} & \frac{-67}{12} & \frac{-67}{36}\end{array}\right]$ |
| 3. | 1 | $\mathrm{q}_{2}$ | $\mathrm{q}_{1}$ | $B_{2}^{2}$ | $\mathrm{q}_{2}=\mathrm{q}_{1} \cdot B_{2}^{2}=\left[\begin{array}{ccc}0 & \frac{-1}{6} & 3 \\ \frac{3}{2} & \frac{-7}{6} & 6 \\ 3 & \frac{-13}{6} & 9\end{array}\right] \cdot\left[\begin{array}{ccc}\frac{5}{4} & \frac{-7}{12} & 0 \\ \frac{-7}{12} & \frac{10}{36} & 0 \\ 0 & 0 & 1\end{array}\right]=\left[\begin{array}{ccc}\frac{7}{12} & \frac{-10}{216} & 3 \\ \frac{184}{72} & \frac{-259}{216} & 6 \\ \frac{901}{216} & \frac{-508}{216} & 9\end{array}\right]$ |
| 4. | 0 | $\mathrm{q}_{3}$ | $\mathrm{q}_{1}$ | $B_{2}^{3}$ |  |
| 5. | 1 | q ${ }^{\text {a }}$ | $\mathrm{q}_{2}$ | $B_{2}^{3}$ | $\begin{aligned} & q_{3}=q_{2} \cdot B_{2}^{3} \\ &=\left[\begin{array}{ccc}\frac{7}{12} & \frac{-10}{216} & 3 \\ \frac{184}{72} & \frac{-259}{216} & 6 \\ \frac{901}{216} & \frac{-508}{216} & 9\end{array}\right] \cdot\left[\begin{array}{ccc}\frac{37}{24} & \frac{-52}{72} & 0 \\ \frac{-52}{72} & \frac{73}{216} & 0 \\ 0 & 0 & 1\end{array}\right]=\left[\begin{array}{lll}\frac{14506}{15552} & \frac{-73}{46656} & 3 \\ \frac{1363}{15552} & \frac{-1915}{4656} & 6 \\ \frac{2674}{15552} & \frac{3757}{46656} & 9\end{array}\right]\end{aligned}$ |

Table 4.1: Cipher text for the given input
Step 8: Send cipher text $\left[\begin{array}{ccc}\frac{14506}{15552} & -\frac{73}{46656} & 3 \\ \frac{1396}{15552} & -\frac{195}{46656} & 6 \\ \frac{2674}{15552} & \frac{37556}{46656} & 9\end{array}\right] \quad$ to the receiver.

## Decryption Process

From the above table, we get the cipher text $\left[\begin{array}{ccc}\frac{14506}{1552} & -\frac{73}{46656} & 3 \\ \frac{1396}{1552} & -\frac{1915}{46656} & 6 \\ \frac{2674}{15552} & \frac{3757}{46656} & 9\end{array}\right]$. For decryption process we need to multiply the cipher text with the inverse of the recurrence matrix used. So, on getting the finite state machine and recurrence matrix (which is our secret key) we can decode the cipher text. For a finite state machine with $n$ states, we require $n$ multiplicative inverse matrix. In this way.

Decryption at $q_{i}^{t h}$ state $=$ Cipher text $* B_{2}^{-x}$

Example 2: Let the plain text $P=\left[\begin{array}{lll}9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1\end{array}\right]$
Let us encrypt the plain text $P=\left[\begin{array}{lll}9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1\end{array}\right]$

## Solution: Encryption Process

Step 1: $P=\left[\begin{array}{lll}9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1\end{array}\right]$
Step 2: Moore machine is defined through public channel.
Step 3: Let the input binary key is $=10111$.
Step 4: The output of the above the key is found by Moore machine.


Figure 2: Moore Machine to calculate output for 10111

Step 5: The recurrence matrix is defined by extension of Lucas numbers.

$$
\begin{aligned}
L_{2}^{x} & =\left[\begin{array}{ccc}
L_{n-1} & L_{n} & 0 \\
L_{n} & L_{n+1} & 0 \\
0 & 0 & 1
\end{array}\right] \text { with initial conditions } L_{0}=2, L_{1}=1 . \\
L_{2}^{1} & =\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right] \\
L_{2}^{2} & =\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right]^{2}=\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
5 & 5 & 0 \\
5 & 10 & 0 \\
0 & 0 & 1
\end{array}\right] \\
L_{2}^{3} & =\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right]^{3}=L_{2}^{2}\left[\begin{array}{lll}
2 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{ccc}
15 & 20 & 0 \\
20 & 35 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

Step 6: Assume the cipher text at $q_{i+1}$ state is $q_{i+1}=q_{0}+L_{2}^{x} \ldots$ (1) where $q_{i+1}=$ shows the output, $q_{i}=$ shows the input, $L_{2}^{x}=$ recurrence matrix key. By $e q^{n}(1)$.

| Present State $=$ Previous State $+L_{2}^{x}$ |
| :---: |
| $q_{1}=q_{0}+L_{2}^{1}$ |
| $q_{2}=q_{0}+L_{2}^{2}$ |
| $q_{1}=q_{2}+L_{2}^{1}$ |
| $q_{3}=q_{1}+L_{2}^{3}$ |
| $q_{2}=q_{3}+L_{2}^{2}$ |

Table 5: Previous and Present state of the system.

Step 7: Now we compute cipher text at each level. Then the cipher text at each level is table 4.2.

| $\begin{gathered} \text { S. } \\ \text { No. } \end{gathered}$ | Input | Present State | Previous State | Key | Cipher Text |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 1 | $\mathrm{q}_{1}$ | qo | $L_{2}^{1}$ | $\begin{aligned} & \mathrm{q}_{1}=\mathrm{q}_{0}+\mathrm{L}_{2}^{1} \\ &=\left[\begin{array}{lll} 9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1 \end{array}\right]+\left[\begin{array}{lll} 2 & 1 & 0 \\ 1 & 3 & 0 \\ 0 & 0 & 1 \end{array}\right]=\left[\begin{array}{ccc} 11 & 9 & 7 \\ 7 & 8 & 4 \\ 3 & 2 & 2 \end{array}\right] \end{aligned}$ |
| 2. | 0 | $\mathrm{q}_{2}$ | $\mathrm{q}_{0}$ | $L_{2}^{2}$ | $\begin{aligned} \mathrm{q}_{2}=\mathrm{q}_{0} & +\mathrm{L}_{2}^{2} \\ & =\left[\begin{array}{lll} 9 & 8 & 7 \\ 6 & 5 & 4 \\ 3 & 2 & 1 \end{array}\right]+\left[\begin{array}{ccc} 5 & 5 & 0 \\ 5 & 10 & 0 \\ 0 & 0 & 1 \end{array}\right]=\left[\begin{array}{ccc} 14 & 13 & 7 \\ 11 & 15 & 4 \\ 3 & 2 & 2 \end{array}\right] \end{aligned}$ |
| 3. | 1 | $\mathrm{q}_{1}$ | $\mathrm{q}_{2}$ | $\mathrm{L}_{2}^{1}$ | $\begin{aligned} & \mathrm{q}_{1}=\mathrm{q}_{2}+\mathrm{L}_{2}^{1} \\ &=\left[\begin{array}{ccc} 14 & 13 & 7 \\ 11 & 15 & 4 \\ 3 & 2 & 2 \end{array}\right]+\left[\begin{array}{lll} 2 & 1 & 0 \\ 1 & 3 & 0 \\ 0 & 0 & 1 \end{array}\right]=\left[\begin{array}{ccc} 16 & 14 & 7 \\ 12 & 18 & 4 \\ 3 & 2 & 3 \end{array}\right] \end{aligned}$ |
| 4. | 1 | $\mathrm{q}_{3}$ | $\mathrm{q}_{1}$ | $L_{2}^{3}$ | $\begin{aligned} \mathrm{q}_{3}= & \mathrm{q}_{1}+\mathrm{L}_{2}^{3} \\ & =\left[\begin{array}{ccc} 16 & 14 & 7 \\ 12 & 18 & 4 \\ 3 & 2 & 3 \end{array}\right]+\left[\begin{array}{ccc} 15 & 20 & 0 \\ 20 & 35 & 0 \\ 0 & 0 & 1 \end{array}\right]=\left[\begin{array}{ccc} 31 & 34 & 7 \\ 32 & 53 & 4 \\ 3 & 2 & 4 \end{array}\right] \end{aligned}$ |
| 5. | 1 | $\mathrm{q}_{2}$ | q | $L_{2}^{2}$ | $\begin{aligned} \mathrm{q}_{2}=\mathrm{q}_{1} & +\mathrm{L}_{2}^{2} \\ & =\left[\begin{array}{ccc} 31 & 34 & 7 \\ 32 & 53 & 4 \\ 3 & 2 & 4 \end{array}\right]+\left[\begin{array}{ccc} 5 & 5 & 0 \\ 5 & 10 & 0 \\ 0 & 0 & 1 \end{array}\right]=\left[\begin{array}{ccc} 36 & 39 & 7 \\ 38 & 63 & 4 \\ 3 & 2 & 5 \end{array}\right] \end{aligned}$ |

Table 4.2: Cipher text for the given input

Step 8: Send cipher text $\left[\begin{array}{ccc}36 & 39 & 7 \\ 38 & 63 & 4 \\ 3 & 2 & 5\end{array}\right]$ to the receiver.

## Decryption Process

From the above table, we get the cipher text $\left[\begin{array}{ccc}36 & 39 & 7 \\ 38 & 63 & 4 \\ 3 & 2 & 5\end{array}\right]$. For decryption process we need to add the cipher text with the inverse of the recurrence matrix used. So, on getting the secret key, finite state machine and recurrence matrix (which is our secret key) we can decode the cipher text. For a finite state machine with n states, we require additive inverse matrix. So,

Decryption at $q_{i}^{t h}$ state $=$ Cipher text $+L_{2}^{-x}$

## 5. Conclusion

In the proposed work we have developed new cryptographic algorithms using finite state machine, recurrence matrix (Bernoulli numbers and Lucas number ) and operations of matrix multiplication and matrix addition. The proposed algorithm increases the secrecy of message which is being sent between sender and receiver over an insecure channel. Explicit forms of Bernoulli numbers and Lucas numbers are very large in size and therefore they are more secured. Also if we increase the size of the matrix and number of rounds, more information can be sent securely at a time. Using the algorithm, the secrecy is protected at 5 levels :The input, Finite state machine, Multiple matrix operation, Recurrence matrix, Different Cipher text at each stage.
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